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Statistics: 5 submissions, 1 accepted, 1 unknown
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## Jury work

- 721 commits, of which 434 for the main contest
- 604 secret test cases (last year: 693) ( $=50 \frac{1}{3}$ per problem!)
- 165 jury solutions (last year: 177)
- The minimum ${ }^{2}$ number of lines the jury needed to solve all problems is

$$
14+3+5+1+4+4+27+34+14+15+18+4=143
$$

On average 11.9 lines per problem, up from 9.6 in BAPC 2021 or 6.6 in preliminaries 2022

[^7]The proofreaders
Jaap Eldering
Kevin Verbeek
Mark van Helvoort
Nicky Gerritsen
Thomas Verwoerd

## The jury

Boas Kluiving
Jorke de Vlas
Ludo Pulles
Maarten Sijm
Ragnar Groot Koerkamp
Reinier Schmiermann
Ruben Brokkelkamp
Wessel van Woerden

Want to join the jury? Submit to the Call for Problems of BAPC 2023 at:
https://jury.bapc.eu/
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[^7]:    ${ }^{2}$ After codegolfing

